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ABSTRACT

Extant literature on moderation effects narrowly focuses on the average moderated treatment
effect across the entire sample (AMTE). Missing is the average moderated treatment effect on
the treated (AMTT) and other targeted subgroups (AMTS). Much like the average treatment
effect on the treated (ATT) for main effects, the AMTS changes the target of inferences from
the entire sample to targeted subgroups. Relative to the AMTE, the AMTS is identified under
weaker assumptions and often captures more policy-relevant effects. We present a theoretical
framework that introduces the AMTS under the potential outcomes framework and delineates
the assumptions for causal identification. We then propose a generalized propensity score
method as a tool to estimate the AMTS using weights derived with Bayes Theorem. We illus-
trate the results and differences among the estimands using data from the Early Childhood
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Longitudinal Study. We conclude with suggestions for future research.

Introduction

A critical consideration in making causal inferences
from a sample is the a priori specification of the target
population and definition of the causal parameter of
interest (e.g., Ahern, 2018; Hernan, 2018). Causal
inference researchers have repeatedly distinguished
among different types of effects based on different
samples and inferential targets. For example, prior
research has distinguished among several different
types of main effects of a treatment including the
average effect of the treatment on the treated (ATT),
the average treatment effect on the untreated (ATU),
and the average treatment effect (ATE) (Imai et al,
2008; Imbens, 2004; Kurth et al., 2006; McCaffrey et
al., 2004; Ridgeway et al., 2021).

Based on the potential outcomes framework
(Neyman, 1923/1990; Rubin, 1974), the ATE contrasts
the potential outcomes (Y) for those in the treated and
untreated conditions: E[Y(1) — Y(0)] with E[] as the
expectation operator, Y(0) as the potential outcome
under the untreated condition, and Y (1) as the potential
outcome under the treatment condition. The ATT also
contrasts the expected outcomes across conditions but

does so conditional upon receipt of the treatment
(Z=1): E[Y(1) — Y(0)|Z = 1]. Conceptually, this esti-
mand captures the average treatment effect for those
who were materially exposed to the treatment condition.
The untreated counterpart of this estimand, the average
treatment effect of the treatment on the untreated
(ATU), contrasts the potential outcomes across condi-
tions conditional upon receipt of a control or compara-
tive  condition (Z=0) and is defined as
E[Y(1) — Y(0)]Z=0]. ATU represents the average
treatment effect for those in the untreated group should
they receive the treatment.

The scope of inference for treatment effects has
also expanded to complements of the main treatment
effect. For example, researchers and policy makers are
increasingly interested in differential (moderated)
treatment effects associated with dissimilar subgroups
based on pretreatment variables (Aiken & West, 1991;
Baron & Kenny, 1986; Frazier et al., 2004; Kraemer
et al., 2001, 2008).

A principal finding in this literature suggests that
effects and inferences may critically diverge in differ-
ent samples when assumptions are violated and/or
when  individuals in  treatment  conditions
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systematically differ (e.g., Bun & Harrison, 2019;
Dong, 2012, 2015). Although literature has thoroughly
documented these considerations for main effects
(e.g., Dong et al., 2020; Mayer et al,, 2016; Yang et al,,
2021), the moderation effects counterpart to this lit-
erature has largely focused only on the average mod-
erated treatment effect (AMTE) for the entire sample
under the potential outcomes framework (e.g., Bansak,
2018; Dong, 2012, 2015; Dong & Kelcey, 2020; Egami
& Imai, 2019). There is little to no research on the
average moderator effects on subsamples; that is, the
analogous ATT/ATU version of the average moder-
ated treatment effect on targeted subgroups (AMTS)
(e.g., the average moderated treatment effect on the
treated subgroup) has not been studied and
well defined.

The purpose of this article is to develop the average
moderated treatment effect on targeted subgroups
(AMTS) based on the potential outcomes framework
(Neyman, 1923/1990; Rubin, 1974), delineate identifi-
cation assumptions, and to develop an estimator. The
remainder of the paper is organized as follows. First,
we introduce a motivating example that focuses on
the main effect of preschool on the academic achieve-
ment for all children and the differential effect of pre-
school on the academic achievement for children with
different home language background. Second, we
review the ATE, ATT, and ATU, and discuss their
assumptions for causal inference. Third, we present a
theoretical framework that introduces the AMTE and
AMTS definitions for a binary moderator under the
potential outcomes framework and delineates the
assumptions for causal identification of the AMTE
and AMTS. Then we propose the generalized propen-
sity score method as a tool to estimate the AMTE and
AMTS using the weights derived based on Bayes
Theorem. Fourth, we demonstrate the application of
our proposed definitions and estimation methods to
the motivating example. Finally, we discuss our find-
ings and conclude with some suggestions of future
directions of research.

Motivating example

Our example focuses on the main and differential
effect of preschool on the academic achievement of
children with different home language background.
The early childhood care and education (ECCE) pro-
grams, such as center-based programs like preschool,
pre-Kindergarten, and Head Start seek to close the
achievement gap at school entry. Some studies indi-
cate positive main effects of ECCE on student’s

academic achievement (e.g., Magnuson et al., 2007)
while several studies indicate mixed effects of ECCE
on student’s academic achievement (e.g., Barnett,
2011; Lipsey et al., 2013). Further, Lipsey et al. (2013)
suggested the effects of ECCE may differ for certain
subgroups and found that that non-native English
speaking children experienced greater benefit in terms
of academic achievement from the Tennessee volun-
tary prekindergarten program than the native English
speaking children during the pre-k year but less bene-
fit in kindergarten and the first grade. Given the
mixed findings, the policy questions in this example
include: (1) Is there a main effect of preschool
(treated) compared to parental care (untreated) on the
academic achievement for all children? (2) Is there a
differential (moderated) effect of preschool on the
academic achievement for children with different
home language background (moderator: speaking
English at home or not)? In this example, both the
treatment and moderator variables are dichotomous.

Review of ATE, ATT, and ATU

To illustrate the differences among ATE, ATT, and
ATU, we consider the motivating example for which
we would like to evaluate the main effect of a dichot-
omous treatment (i.e., preschool vs. parental care).
Assume the potential outcomes can be expressed as a
linear function such that:

Yi(Z2) = By + B1Zi + BoXi + B3 XiZi + eine; ~ N(0,67),
(1)

where Y;(Z) is the potential outcome for subject i
receiving treatment Z. Z; represents the treatment sta-
tus: 1 for the treated condition (preschool), and 0 for
the untreated condition (parental care). X; is a base-
line moderating covariate for home language back-
ground: 1 for speaking English at home, and 0 for not
speaking English at home. The coefficient, f3;, is the
treatment effect of preschool when X; = 0 (not speak-
ing English at home), and f; is the moderated treat-
ment effect that depends on the value of the covariate
(moderator), X;. Under this simple example, the ATE
is estimated as

ATE = E[Y(1) — Y(0)]
= E[(Bo + B1 + BoXi + B3Xi + &) — (By + BoXi + €i)]
= E[ﬂl + ﬂ3Xi] =B+ ﬁsE(Xi)~ (2)

Conceptually, the ATE summarizes the average
effect for the entire sample by taking the (uncondi-
tional) expectation of the moderating covariate over



treated and untreated conditions. Similarly, the ATT
and ATU in this example are estimated as

ATT = E[Y(1) = Y(0)|Z = 1] = E[((By + By + BoXi + B3X; + €))
— (Bo + BXi + &))|Z = 1] = E[(B; + B:X)|Z = 1]
=B+ BEX|Z=1). (3)

ATU = E[Y(1) — Y(0)|Z = 0 = EI((Bo + By + BoXi + B + )
= (Bo + BXi + &))|Z = 0] = E[(B, + B5X:)|Z = 0]
=pi+ BEX|Z=0). (4)

In contrast to the ATE, the ATT (or ATU)
describes the average effect for only those that took
up the treatment (or untreated) by taking the expect-
ation of the moderating covariate conditional upon
treatment status.

Prior research has demonstrated these connections
by showing that the ATE is the weighted average of
ATT and ATU (Abadie & Imbens, 2008). More specif-
ically, the ATE = _A-ATT +.7-ATU, where n,
and n, are sample sizes for the treatment and control
groups. In a randomized trial with full treatment com-
pliance the ATT, ATU, and ATE are all equal in
expectation because the treatment and control samples
and their covariate distributions are similar due to
random assignment, i.e., E(X;Z=1) =E(X;Z=0) =
E(X;). However, in a randomized trial with treatment
noncompliance' or a nonrandomized study, the three
estimands may differ because the samples in the treat-
ment and comparison groups may be systematically
different due to treatment noncompliance or self-
selection, e.g., E(X;Z =1) # E(X;Z =0). As a result,
when a treatment effect is moderated by a covariate
(B; # 0), the treatment effects diverge across the dif-
ferent samples.

In nonrandomized studies, the distinctions among
the ATE, ATT, and ATU are useful from both theor-
etical and practical standpoints. Theoretically, for
example, the adoption of the ATT can be used to par-
tially relax identification assumptions that undergird
much of the causal inference framework for the ATE
(See Moreno-Serra, 2007 for a review). Under the
potential outcomes framework (Neyman, 1923/1990;
Rubin, 1974), identification of the ATE requires two
key assumptions (in addition to other assumptions):

{Y(0), Y(1)} LZ|X, (5)
0<Pr(iZz=1X) <1, (6)

where X is a vector of covariates, and Pr(Z = 1|X) is
the probability of being in the treatment group condi-
tional on the covariates. The first assumption (Eq. 5)

TSee Angrist et al. (1996) and Sagarin et al. (2014) for more discussion
about treatment noncompliance.
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is often known as unconfoundedness or ignorable
treatment assignment (Rosenbaum & Rubin, 1983)
and is commonly referred to as selection on observed
variables. This assumption requires the set of potential
outcomes be independent of the treatment assignment
conditional upon the observed covariates. The second
assumption (Eq. 6) is often referred to as common
support or overlap and requires that the probability of
receiving treatment for each level of the covariates is
between zero and one (i.e., no one receives treatment
or control with certainty). Rosenbaum and Rubin
(1983) referred to the combination of the first and
second assumptions as “strong ignorability”.

Both assumptions can be weakened when taking up
the ATT and ATU. In particular, identification of the
ATT only requires relaxed versions of the original
assumptions (in addition to other assumptions):

Y(0)LZ|X, (7)
Pr(Z=1|X) < 1. (8)

Similarly, identification of the ATU requires the
assumptions:

Y(1)LZ|X, )
0 < Pr(Z =1X). (10)

Under the ATT (or ATU), the first assumption
(expression 7 or 9) is known as weak unconfounded-
ness. This assumption is a weaker version of its ATE
counterpart assumption (i.e., Eq. 5). For example, for
the ATT, the moments of the distribution of Y (1) for
the treated are directly measurable and the assump-
tion only requires that the potential outcome under
the control condition is independent of the treatment
assignment given the observed variables. In parallel,
for the ATU, the moments of the distribution of Y (0)
for the untreated are directly measurable and the
assumption only requires that the potential outcome
under the treatment condition is independent of the
treatment assignment given the observed variables.
Similarly, the second ATT (or ATU) assumption (Eq.
8 or 10) captures what is commonly referred to as
weak overlap or common support because it requires
only that the probability of receiving treatment for
each level of the covariates is less than one, i.e., no
one receives treatment with certainty, (or more than
0, i.e., no one receives control with certainty).

There is also practical purchase in differentiating
among the ATE, ATT, and ATU. Research projects
take up a broad range of foci that leverage different
designs and necessitate different targets of inference
for summarizing treatment effects. For example, the
students who speak English at home may go to
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preschool at a much higher rate than their counter-
parts who do not speak English at home. In such set-
tings, researchers may have different interest in the
ATT, ATU, and ATE because the different samples
represent different policy targets; e.g., the ATU cap-
tures the effect of preschool on the sample with more
immigrant children who do not speak English at
home, a policy-relevant segment of the population.

Theoretical framework

Just as the distinction among ATE, ATT, and ATU can
be used to understand requisite assumptions and probe
a diverse set of research purposes when detailing the
main effect, the distinction between the AMTE and
AMTS can be useful for relaxing the assumptions
necessary for causal inference while aligning research
goals, policy, and estimands. For instance, when we
investigate whether the effect of preschool was moder-
ated by students’ home language background, we can
distinguish between the AMTE and several versions of
the AMTS. The AMTE describes the average moderated
treatment effect across the entire sample; that is, it
describes the extent to which treatment effects varied as
a function of students’ home language background for
the entire sample regardless of their selected treatment
status. In contrast, the AMTS decomposes this overall
summary into the average moderated treatment effect
for targeted subgroups while diminishing identification
assumptions as outlined above.

As an example, consider a conceptual counterpart
of the ATT, the average moderated treatment effect
on the treated (AMTT). The AMTT can be used to
capture the moderation effects owing to the home lan-
guage background for those who selected into pre-
school. This estimand is conceptually analogous to the
ATT in that it describes the moderation effect for
only the portion of the sample that received treat-
ment. Alternatively, more fine-grained distinctions
can also be made using the AMTS—for instance, we
can narrowly describe the moderation effects for just
those students who were exposed to preschool and
also spoke English at home. As we detail below, when
appropriate, the shift has theoretical and practical
advantages that parallel the differences between ATE
and the ATT/ATU described above.

Potential outcomes framework for causal
moderation analysis

When a potentially manipulable pretreatment covari-
ate moderates a treatment effect, the potential

Moderator (R)
0 1
0 Y(0,0) Y(0,1)
Treatment (Z)
1 Y(1,0) Y(1,1)

Figure 1. Potential outcomes Y (Z =z R =)

outcomes for participant i depend on both the treat-
ment status (Z) and moderator value (R). In the case
of a dichotomous treatment and a dichotomous mod-
erator, we can define the potential outcomes for par-
ticipants with reference to their statuses on these
variables as

PotentialOutcome : = Y;(Z =z, R =), (11)

where Y; is the potential response for individual i
when the treatment (Z) is set to z (Z=0 for
untreated, e.g., parental care, or 1 for treated, e.g.,
preschool) and the moderator (R) is set to r (R=0 for
the reference moderator subgroup, e.g., not speaking
English at home, or R=1 for the moderator sub-
group, e.g., speaking English at home) (Dong, 2012,
2015; Dong & Kelcey, 2020). The potential outcomes
for the causal moderated treatment effect are pre-
sented in Figure 1. Under this definition, each indi-
vidual has four potential outcomes: (a) Y(0,0), (b)
Y(0,1), (c) Y(1,0), and (d) Y(1,1).

Similar to definitions for the main effect that dis-
tinguish the ATE and the average treatment effect on
subsamples (e.g., ATT for the treated sample) (Imai
et al, 2008; Imbens, 2004; Kurth et al, 2006;
McCaffrey et al., 2004), we differentiate between two
general types of moderation effects: (a) the average
moderated treatment effect (AMTE) that pertains to
the entire sample and (b) the average moderated treat-
ment effects on targeted subgroups (AMTS) that per-
tain to selected subgroups.

The AMTE can be defined using the contrasts
among four potential outcomes:

AMTE = E[Y(1,1) — Y(0,1)] — E[Y(1,0) — Y(0,0)]
= E[Y(1,1) — Y(0,0)] — E[Y(1,0) — Y(0,0)] — E[Y(0,1) — Y(0,0)]
— E[Y(1,1) — Y(1,0)] — E[Y(0,1) — Y(0,0)].

(12)

The AMTE is the difference in the average treat-
ment effects between the moderator subgroup R=1



MULTIVARIATE BEHAVIORAL RESEARCH @ 225

Table 1. Summary of formulas for various AMTS estimands.

Estimand Formula

AMTS 7o p—0) = F[Y(1,1) - Y(0,1)[Z=0, R=0] - E[¥(1,0) - ¥(0,0)|Z=0, R=0]
AMTS z—gp—1) = E[Y(1,1) - Y(0,1)|Z=0, R=1] - E[¥(1,0) - Y(0,0|Z=0, R=1]
AMTS z—1,.-0) = E[Y(1,1) - Y(0,1)[Z=1, R=0] - E[Y(1,0) - Y(0,0)]Z=1, R=0]
AMTS z— 1 p—1) = EY,1) - Y(0,1)|Z=1, R=1] - E[Y(1,0) - Y(0,0]Z=1, R=1]
AMTS ;73 = E[Y(1,1) - Y(0,1)]Z=1] - E[¥(1,0) - Y(0,0)|Z=1]

AMTS ;z—) = E[Y(1,1) - Y(0,1)]Z=0] - E[¥(1,0) - ¥(0,0)|Z=0]

AMTS z_s) = E[Y(1,1) - Y(0,1)]R=1] - E[¥(1,0) - Y(0,0)[R=1]

AMTS z—g) = E[Y(1,1) - Y(0,1)|R=0] - E[Y(1,0) - Y(0,0)|R=0]

(i.e., E[Y(1,1) — Y(0,1)]) and the reference moderator
subgroup R=0 (i.e, E[Y(1,0)—Y(0,0)]), for the
entire sample. The AMTE measures the additional
effect of both treatment and moderator beyond the
average effects of treatment (E[Y(1,0) — Y(0,0)]) and
moderator (E[Y(0,1) — Y(0,0)]) in the total effect of
treatment and moderator (E[Y(1,1) — Y(0,0)]).

Alternatively, the AMTE can be regarded as the
difference in the average moderator subgroup differ-
ences (gaps) between the treated group Z=1 (i.e,
E[Y(1,1) — Y(1,0)]) and the untreated group Z=0
(i.e., E[Y(0,1) — Y(0,0)]), for the entire sample. More
conceptually, this AMTE definition aligns with the
interaction effect for a factorial design where two con-
current treatments exist by Hong (2015), the average
marginal interaction effect (AMIE) by Egami and
Imai (2019), and the average treatment moderation
effect (ATME) by Bansak (2018).

AMTS

In contrast, the average moderated treatment effect on
targeted subgroups (AMTS) focuses on the difference
among the potential outcomes for a specific subgroup
(Z=z and/or R=r), and it can be defined as:

AMTS(;_ gy = E[Y(1,1) — Y(0,1)|Z = z,R = 1]
— E[Y(1,0) — Y(0,0)|Z =z, R = 1],
(13)

where z=0 for untreated or 1 for treated, and r=0
for the reference moderator subgroup or 1 for the
moderator subgroup.

The AMTS for targeted subgroups are summarized
in Table 1. For example, the AMTS_or—g) is the
average treatment effect difference between the stu-
dents who spoke English at home (r=1) and the stu-
dents who did not speak English at home (r=0) for
those that had similar characteristics with the students
who were in parental care (Z=0) and did not speak
English at home (R=0).

In addition, we can leverage the AMTS to describe
effect differences for subsamples that solely condition

upon the treatment status. The AMTS_;) describes
the expected treatment effect difference between stu-
dents who spoke and did not speak English at home
for those that were exposed to the treatment (pre-
school), i.e., the average moderated treatment effect
on the treated (AMTT). Similarly, the AMTS_o)
describes the expected treatment effect difference
between students who spoke and did not speak
English at home for those that were exposed to the
untreated condition (parental care), i.e., the average
moderated treatment effect on the untreated (AMTU).

We can also detail similar distinctions for moder-
ator-based subsamples. For example, the AMTSz—)
describes the expected treatment effect difference
between students who spoke and did not speak English
at home for those that had similar characteristics with
students who spoke English at home. Similarly, the
AMTSr—o) the expected treatment effect difference
between students who spoke and did not speak English
at home for those that had similar characteristics with
students who did not speak English at home.

If both treatment and moderator are randomly
assigned, the AMTS will be equal across all four treat-
ment-by-moderator subgroups and the other subgroups
defined solely upon the treatment or moderator vari-
able, and the AMTS is equal to the AMTE. However, if
either the treatment or the moderator is not randomly
assigned, the AMTS may differ across subgroups
because the subsamples and thus the covariate distribu-
tions across subgroups may be different.

In general, the AMTE equals the weighted sum of
AMTS across four subgroups with weights based on
the proportion of total individuals in each subgroup,
that is,

AMTE — N(z=0,R=0) AMTS 5o zo) + H(Z:O,Rzl)AMTS(ZZO,RZI)
+@ AMTS ;o) + 2D AMTS (e,
(14)
where  n(z—or—0),  M(z=0,r=1)» M(z=1,r=0)» and

N(z—1,r=1) are sample sizes for four treatment-by-mod-
erator subgroups, and N = n(z_g p—g) + M(z—0,r=1) +
N(z=1,R=0) + N(z=1,R=1)- The AMTS(Z:I), AMTS(Z:O),
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Table 2. Summary of formulas for calculation of AMTS for the
subgroup that is solely based on treatment or moderator.

Estimand Formula

AMTS z_y) = MR OAMTS 21 mg) + "5 AMTS 21—

AMTS 7o) = O AMTS z-0p-0 + "‘;,zj ’;‘AMTS(Z oR=1)

AMTS s = M LAMTS z—op—1) + "G AMTS 21—

AMTS o) = MUAMTS r—gp—g) + " SR AMTS 21—

Note: n(z—o,p=0), N(z=0,r=1)s N(z=1,r=0), and N(z—; p—y) are sample sizes
for four treatment-by-moderator subgroups. Nz—1y = Nz—18=0) +
Nz=1,r=1), Niz=0) = Nz=0,=0) + Nz=0,p=1), N@=1) = Nz=0,p=1) +

N(z=1,p=1), and N(g—o) = N(z=0,r=0) + N(z=1,R=0)-

AMTSr—;), and AMTS;_o) follow a similar pattern
and are shown in Table 2.

Assumptions for AMTE and AMTS

The assumptions for the causal AMTE are analogous
to the assumptions for the factorial design with two
concurrent treatments (e.g., Egami & Imai, 2019) in
that the moderator is potentially manipulable’:

1. The stable unit treatment and moderator value
assumption (SUTMVA). The potential outcome
for one unit should be unaffected by the particu-
lar assignment of treatments or moderators to the
other units and there is only one version of the
treatment and the moderator. This assumption
extends the single treatment variable version of
SUTVA (Rubin, 1980) to the two-variable version
(Egami & Imai, 2019). That is, the extension
applies equally to treatment assignments and
moderator values in that the effects are only iden-
tified when there is no influence of one student’s
treatment or moderator value on the potential
outcomes of another student. The extension also
applies to the intersections or combinations of the
treatment and moderator. That is, the potential
outcomes of a student must also be independent
of the treatment by moderator values of another
student. Applied to our preschool example, this
assumption is violated when, for example, the
proportion of the students who spoke English at
home and selected into the treatment condition
influences the potential outcomes of students.
This can arise, for instance, when an immigrant
student who did not speak English at home
becomes disheartened or discouraged by the

Rubin and others have argued that a causal effect cannot be defined
without at least a clear hypothetical manipulation (e.g., Rubin, 1986,
2010). To claim a causal moderator effect, the moderator needs to be
potentially manipulable to mimic some hypothetical factorial experiments.

dominance of the nonimmigrant students in pre-
school such that it alters his/her poten-
tial outcomes.

Ignorability of the treatment and moderator given
covariates (Egami & Imai, 2019). The assignment
mechanism for the treatment and moderator does
not depend on potential outcomes given observ-
able covariates. That is,
{Y(0,0),Y(0,1),Y(1,0),Y(1,1)} L(Z,R)|X, where
X is a vector of covariates. This assumption
requires that the potential outcomes given covari-
ates are independent of the treatment and moder-
ator status. Put differently, there are no variables
that confound the relationships between the out-
come, treatment and moderator. In a randomized
experiment, this assumption automatically holds
for the treatments, but not necessarily for the
moderators. In nonrandomized studies, this
necessitates that both the treatment and moder-
ator assignment is independent of the potential
outcomes conditional upon observed covariates.
Applied to our preschool example, when the
assignment of treatment (preschool) is random, if
the home language status is not randomly
assigned, this assumption can be violated when
other covariates (e.g., socio-economic status
(SES)) that are correlated with the home language
status and affect the potential outcome are not
appropriately accounted for (Dong, 2015).
Independence of the treatment and moderator.
The treatment and moderator are independent
given covariates: ZLR|X. This assumption holds
in all randomized studies because of the random
assignment of treatment. In nonrandomized stud-
ies, however, this necessitates that, for example,
treatment assignment is independent of the mod-
erator conditional upon observed covariates.
Applied to our preschool example, when the
assignment of treatment (preschool) is not ran-
dom this assumption can be violated when, for
example, higher SES students who speak English
at home tend to go to preschool.
Treatment-by-moderator common support: 0 <
Pr(Z,R|X) < 1. The assumption requires the
overlap of the sample among the treatment-by-
moderator subgroups, i.e., the probability of an
individual in either of the four groups should be
between 0 and 1. This assumption may not auto-
matically hold in randomized experiments where
treatment is randomized because the moderator
may not be randomized, and it is necessary for
both randomized and nonrandomized studies. In



our preschool example, this assumption requires
that each student has a nonzero probability to be
in all four treatment (preschool)-by-moderator
(home language background) subgroups.
Similar to the contrast between the assumptions for
the ATT/ATU and ATE, the assumptions buttress-
ing strong ignorability (2 and 4) can be weakened
for the AMTS because the potential outcomes for
the targeted inference group are directly measur-
able and only assumptions about the potential out-
comes under the comparison subgroups are needed
for estimating the counterfactual.

5. The assignment mechanism for the treatment and
moderator that are not for the targeted inference
group do not depend on potential outcomes given

observable covariates. That is,
{Y(0,1),Y(1,0),Y(1,1)} L(Z,R)|X for
AMTS z—o,r=0)
{Y(0,0),Y(1,0),Y(1,1)}L(Z,R)|X for
AMTSz—o,r=1)}
{Y(0,0),Y(0,1),Y(1,1)} L(Z,R)|X for

AMTS z—1,r=0);
{Y(0,0),Y(0,1),Y(1,0)} L(Z,R)|X
for AMTS(Z:I,R:I)-

6. The probability of being the targeted inference
subgroup for an individual in the other three sub-
groups should be between 0 and 1.

Estimation of AMTS using the generalized
propensity score

A common approach to estimating causal effects under
the potential outcomes framework is the use of propen-
sity scores (Rosenbaum & Rubin, 1983). We draw on
this approach to estimate AMTE and AMTS. When the
treatment variable is dichotomous, the propensity score
is the probability of being in the treatment group given
the covariates (Rosenbaum & Rubin, 1983). Imbens
(2000) extended it to treatments with multiple catego-
ries, i.e., the generalized propensity score. The general-
ized propensity score is the conditional probability of
receiving treatment z given pretreatment covariate X,
ie, m=Pr(Z =z|X). The inverse of the generalized
propensity score as a weight can be used to estimate the
causal effects of multi-valued treatments (Imbens, 2000).
Dong (2015) applied the generalized propensity score
method to estimate the AMTE by collapsing two dimen-
sions (treatment and moderator) to one dimension (a
variable with multiple categories). Dong’s (2015) simula-
tion demonstrated good performance of the generalized
propensity score in estimating the effects of two varia-
bles on one outcome. We extend Dong’s (2015) work to
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apply the generalized propensity score method to esti-
mate the AMTS. We use Bayes Theorem to derive the
weights based on the generalized propensity score to
estimate the AMTS and AMTE. The procedure follows.

(1) We first convert the two dimensions (treatment
by moderator, 2 x 2) of design to one dimension of
design with 4 categories by creating a new independ-
ent variable, S, where S=1if Z=0 and R=0, S=2 if
Z=0and R=1,S=3if Z=1and R=0, and S=4 if
Z=1 and R=1. This step converts the estimation of
the effects of two predictors to the estimation of the
effect of one predictor with four values.

(2) We then estimate generalized propensity scores
(Imbens, 2000). For instance, we can use multinomial
logistic regression, random forests, or boosted regres-
sion (Cham & West, 2016; McCaffrey et al., 2004) to
estimate the generalized propensity scores for individ-
ual i of being in a certain category/subgroup given
covariates (X): m;(s) = Pr(S; = s|X;), where s=1, 2, 3,
or 4. Note that although the coefficients of the covari-
ates may vary depending on which reference outcome
subgroup is used, the probability of being in a certain
subgroup will not change with the reference subgroup
(Long, 1997). Each individual has four generalized
propensity scores, among which, one is the probability
of being in the actual/observed subgroup and the
other three are the probabilities of potentially being in
the other subgroups. We also assess the overlap of the
generalized propensity scores across subgroups.

(3) We use different propensity score methods for
estimating the AMTE and AMTS. We elaborate on
potential methods below.

(3a) We use the inverse probability of treatment
weighting (IPTW) to estimate the AMTE (e.g., Dong,
2015). The weights are w;(s) = %, where nXs\) is the

Ti(s

estimated generalized propensity score of being in the
actual/observed subgroup, s. Note that if an individual has
a propensity score close to 0 or 1 when the treatment vari-
able is binary, the resulting IPTW-ATE weight can be very
large. Further, the resulting IPTW-ATE estimator has a
large variance and is not approximately normally distrib-
uted (Robins et al., 2000). To overcome this limitation,
Robins et al. (2000) proposed the stabilized IPTW-ATE
weighting for the binary treatment variable by taking the
proportion of individuals in the treated group into account
of the weight. Although the stabilized IPTW-ATE weight-
ing approach has demonstrated appropriate estimation of
the variance of main effect and appropriate type I error
rates (Xu et al.,, 2010), it should be used with caution, e.g.,
researchers should conduct appropriate covariate balance
diagnosis (see Austin & Stuart, 2015 for a detailed review).
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Below we extend the stabilized IPTW-ATE weight-
ing for the binary treatment variable to the stabilized
IPTW-AMTE weighting. Recall that the key to apply-
ing propensity score methods is to make the distribu-
tion of the features of the sample in the comparison
groups resemble the distribution of the features of the
sample of interest for inference group (e.g., Lenis et
al., 2019; Ridgeway et al., 2015). For the AMTE esti-
mation, we are interested in the entire sample for
making inferences. Hence, we need to make the fea-
ture distribution of the sample in each of our groups
resemble the feature distribution of the entire sample.
That is, we want to find the weights wapre(X|S = s)
for individuals in the actual/observed Subgroup s,
where s=1, 2, 3, or 4, such that

f(X) = WAMTE(X|S = S)f(X|S = S), (15)
where f(X) is the marginal density of the covariates
(X) for the entire sample, and f(X|S = s) is the mar-
ginal density of the covariates for Subgroup s, and
s=1,2,3, or4.

Rearranging and applying Bayes Theorem we find

f(X)
fX[S=5)

WAMTE(X|S = S) =

(16)

where N = ny +ny + n3 +ny and f(S =) =% is the
proportion of the sample size for Group s in the total
sample. Note that f(S =s|X) is the generalized pro-
pensity score (n(s)) for individuals in Group s. Hence,

we can use the weight below to estimate the AMTE:

wamre(X|S =) = % <%> (17)
TS

For instance, the AMTE weight for the students
who did not go to preschool and did not speak
English at home (s=1) is

wamte(X|S = 1):%</217), where nXl\) is the esti-

mated generalized propensity score for students being
in subgroup 1. This weight can ensure that the feature
distribution of the students who did not go to pre-
school and did not speak English at home resembles
the feature distribution of the entire sample
(Expression 15).

When there are only two groups (s=1 or 2), this
stabilized IPTW-AMTE weighting is the same as the

stabilized IPTW-ATE weighting for the binary treat-
ment variable (Robins et al., 2000).

(3b) For AMTS, the direct estimate (e.g., using a
regression model) is impossible because there are four
potential AMTS of interest, each AMTS of interest needs
four equivalent treatment-by-moderator subsamples, and
it is impossible to simultaneously have four equivalent
treatment-by-moderator subsamples for each of four
potential AMTS of interest using the original sample
without any adjustment (except with random assignment
of both treatment and moderator variables where
AMTS = AMTE). However, we can use the odds ratio
of the generalized propensity scores as the weight,

—

= L/:g;’ to estimate AMTS. The denominator of
Ti(s
this expression (odds ratio) is the propensity score of
being in the actual subgroup (s) and the numerator is
the propensity score of being in the targeted inference
subgroup (sp). For example, if the targeted sample of
interest for inference is the treated moderator compari-
son group (Z=1 and R=1, ie, S=4), the weight,

wi(s)

5 where s=1, 2, 3, or 4.
mi(s)

Similar to stabilized IPTW-AMTE weighting, alter-
natively we can get the stabilized IPTW-AMTS
weighting. For the AMTS estimation, we are inter-
ested in a targeted sample (S = sp; e.g., the students
who went to preschool and did not speak English at
home, ie., sy = 3) for making inference to the popu-
lation that it represents. Hence, we need to make the
feature distribution of the sample in the other three
groups (s=1 for the students who did not go to pre-
school and did not speak English at home, 2 for the
students who did not go to preschool and spoke
English at home, and 4 for the students who went to
preschool and spoke English at home) resemble the
feature distribution of the targeted inference sample.
That is, we want to find the weights waprs(X|S = s)
such that

F(XS =s0) = wamrs(X|S = s)f (X|S = s). (18)
Rearranging and applying Bayes Theorem we find
_ oy _SXIS=s0)
s XIS =) =i =)
A0S = solX)F(S = )
FXF(S = s[X)/f(S = s)
_ fi5=1) (15 =)

W,‘(S) =

F5=s0) 5= %)
_ns 1(S = 5l|X)
=g <f<s — ) ) (19



where J{Z(SS::;O)> == is the ratio of the sample size for

Group s to the 0sample size for the targeted inference
group. Note that C(((SS::SSO‘%) is the odds ratio of the gen-
eralized propensity scores in the targeted inference
group (S = sp) to the actual/observed Group s. Hence,

we can use the weight below to estimate the AMTS:

wars(XfS =9 = - ni%) ' (20)
S0 m;(s

For the individuals in the inference
(s = 50)> wamrs(X|S = s0) = 1.

We then check the overlap of the generalized pro-
pensity scores and covariate balance based on the
weights that we derived (e.g., Austin, 2008; Ridgeway
et al., 2021; Rosenbaum, 2002). The means of covari-
ates for four treatment-by-moderator subgroups (S)
are estimated using the AMTE and AMTS weights,
and without weights. The maximum standardized
mean differences (MSMD) among four subgroups
were calculated for the AMTE:

group

MSMD g = [Max(X|S = 1,X|S = 2,X|S=3,X|S=4
— Min(X|s = 1,X|$ = 2,X|s = 3,X]$ = 4)]/SDX.
(21)
Similarly, the MSMD between the targeted infer-

ence subgroup and the other three subgroups were
calculated for the AMTS:

MSMDyprs = Max(|(X|S = s1 — X |S = 50)|, |(X|S = 52 — XS
= so) b I(X[S =5~ XIS = )1)/5Ds (22)

where X|S is the sample mean of covariate X for sub-
group S, SDy is the pooled standard deviation among
four subgroups for the unweighted sample, |.| is the
operation for absolute values, sy is the targeted infer-
ence subgroup (s = 3 in this example), and s, s,
and s4 are the other subgroups. The MSMD with and
without weights for the entire sample and targeted
inference subsamples will be compared and plotted
in figures.

Finally, we can estimate the AMTE and AMTS
based on respective weights while controlling for
covariates in the statistical models to further reduce
selection bias and improve precision ( refereed as “for
double robustness”, e.g., Austin, 2017; Kang &
Schafer, 2007; Tsiatis & Davidian, 2007 ). We can also
estimate the AMTS;_;), AMTSz—¢), AMTS—;), and
AMTS r—o) based on Expressions in Table 2.

In addition to weighting, we can use propensity
score matching (e.g., greedy matching, optimal match-
ing) to estimate AMTS. First, we can estimate the
generalized propensity score of being in the targeted
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inference subgroup, sp. Then we match the sample
from the other subgroups with Subgroup sy based on
the generalized propensity score of being in Subgroup
so. After balance checking we can estimate AMTS
using the combined sample. The limitation of this
matching approach is that we may not have well
matched units as finding well matched units is more
likely when the number of comparison units is much
larger than the targeted sample. Thus the propensity
score matching approach may only work well for the
targeted inference subgroup with the smallest sample
size among all four subgroups.

Illustration: The differential (moderated) effect
of preschool

Data

The data were from the Early Childhood Longitudinal
Study, Kindergarten Class of 1998-99 (ECLS-K), a
nationally representative longitudinal study of children
(US. Department of Education & National Center
for Education Statistics, 2009). A total of 22,666 chil-
dren attending kindergarten during the 1998-99
school year were sampled. The academic achievement
measures on math and reading were administered in
the fall of Kindergarten through the spring of Grade
8, and additional extensive data regarding child and
family characteristics was collected at kindergar-
ten entry.

Following Magnuson et al. (2007) we defined the
treatment and comparison conditions using the paren-
tal response to the fall kindergarten survey question
“primary type non-parental care at prekindergarten”
(variable PIPRIMPK) (U.S. Department of Education
& National Center for Education Statistics, 2009).
The analytic sample includes two groups of interest:
center-based preschool treatment (N =7,367) and par-
ental care comparison (N=3,150). We coded the
treatment variable, Preschool = 1 for children in cen-
ter-based preschool, and Preschool = 0 for children in
parental care.

The outcome variable is the Item Response Theory
(IRT) scale score of children’s math achievement in
the fall of Kindergarten. The outcome measure has
high reliability, with a Cronbach’s alpha coefficient of
0.88 (Tourangeau et al., 2009). We standardized the
outcome to a z-score to facilitate interpretation. The
moderator variable is English speaking status at home:
Speaking English at home (EnglishHome = 1,
N=9,239) and not speaking English at home
(EnglishHome = 0, N=1,278). For the covariates to
estimate the generalized propensity scores, we
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Table 3. Descriptive statistics of the sample and covariate balance among four treatment-by-moderator subgroups.

1 2 3 4
Treatment-by-Moderator (S)
0 0 1 1
Preschool (Z)
0 1 0 1
Speaking English at home (R)
Variable Mean SD Mean SD Mean SD Mean SD MSMD
Binary
Black 0.01 0.11 0.12 0.33 0.02 0.15 0.12 0.33 0.36
Hispanic 0.82 0.38 0.13 0.33 0.60 0.49 0.08 0.27 238
Rural 0.03 0.18 0.26 0.44 0.03 0.17 0.16 0.37 0.63
One parent with siblings 0.13 0.33 0.13 0.34 0.09 0.29 0.1 0.31 0.13
Biological mother 0.98 0.15 0.95 0.22 0.97 0.17 0.95 0.22 0.13
Continuous
Weight (pounds) 46.92 9.71 45.69 8.62 47.17 9.55 46.25 8.14 0.18
Age (month) 64.55 4.61 65.62 4.36 64.72 4.05 65.79 4.23 0.29
Family income ($ thousand) 27.36 33.49 43.77 41.02 50.33 54.56 68.41 64.68 0.71
Parent highest education 3.17 2.04 437 1.78 4.89 2.38 545 1.82 1.23
SES —0.63 0.68 —0.14 0.73 0.05 0.92 0.34 0.74 1.31
Sample size 654 2,496 624 6,743
Note: Treatment-by-Moderator (S) corresponds to the four combinations of Preschool (Z) and Speaking English at home (R). The maximum standardized
mean difference (MSMD) on covariate X among four subgroups is

[Max(X|S =1,X|S =2,X|S = 3,X|S = 4) — Min(X|S = 1,X|S = 2,X|S = 3,X|S = 4)] /Dy, where X|S is the mean for subgroup S, SD, is the pooled
standard deviation among four subgroups.

considered the covariate list that Magnuson et al.  Preschool=1 and EnglishHome=0, and S=4 if
(2007) used, and we chose the covariates that were Preschool=1 and EnglishHome =1).

correlated with the outcome, the treatment status, and (2) We estimated a multinomial logistic regression
the moderator (Steiner et al., 2010). These covariates =~ model to predict the generalized propensity scores for
included race, weight, age at the kindergarten entry,  individual i of being in certain subgroup:

parents’ educational level, income, composite SES  Ti(s) = Pr(S; = s|X;), where s=1, 2, 3, or 4. We used
measure, household structure (numbers of parents  an iterative process to estimate the generalizing pro-

and siblings), and locality (rural or urban). Table 3 ~ Pensity scores by assessing covariate balance and revi-
sing the model to include polynomials and

interactions to explore nonlinear functional forms for
achieving the best covariate balance. The covariates
(X) in the final model included those listed in Table
3, the interaction term of one parent with siblings and
parent highest education, and several high order terms
(quadratic and cubic terms of family income and
SES). We checked the overlap of generalized propen-
sity scores among subgroups. Figure 2 presents the
kernel density of the generalized propensity scores
among the four subgroups. There is some overlap on
the generalized propensity scores among the four sub-
groups, but the distribution is not the same.

(3) We calculated various weights based on the
generalized propensity scores:

presents the descriptive statistics of the covariates by
the treatment-by-moderator groups.

We conducted the initial covariate balance checking
before the moderation analysis. Only three out of ten
covariates were balanced, that is, the maximum standar-
dized mean difference for three covariates among four
treatment-by-moderator groups was smaller than 0.25
(Table 3). Multiple covariates demonstrated extremely
large imbalances across the four treatment-by- moder-
ator subgroups, e.g., Hispanic, parent highest education,
and SES vyielded standardized mean differences of 2.38,
1.23, and 1.31, respectively. Such covariate imbalance
across treatment by moderator subgroups suggests a vio-
lation of assumption 2 such that the treatment by mod-

erator interaction is not independent of these covariates. The IPTW-AMTE weight, wi(s) =—<, and the
stabilized IPTW-AMTE ™ weight,

Procedures for estimating AMTE and AMTS wamte(X|S = s)=% ( 1A>, where m;(s) is the esti-

(s

The procedure unfolds as follows (The annotated SAS  ated generalized propensity score of being in the

code and dataset are in the supplemental mater-  ,ctual subgroup, s.

ial package). The odds ratio of the generalized propensity scores

(1) We first created a new variable (S) indicating -

. _ Ti(so)
four treatment-by-moderator subgroups (S=1 if  SCIVesas weight for AMTS, w;(s) = e and the sta-

Preschool=0 and  EnglishHome=0, S=2 if —
Preschool=0 and  EnglishHome=1, S=3 if bilized AMTS weight, wayrs(X|S=s) =2 [ |

"0 mi(s)
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Figure 2. Kernel density of the generalized propensity scores among four treatment-by-moderator subgroups before weighting.

where S =15, indicates the targeted inference sub-
group. For example, if the actual/observed subgroup
of an individual is S=2, then her stabilized AMTS

weights are: wayrs(X|S =1) =22 (”‘/(i), for resem-
"\ m2)
bling targeted inference Subgroup 1; waumrs(X|S =

2)="=2 (”Lﬁ) =1, for being in targeted inference

"\ m2)

Subgroup 2; waurs(X|S=3) =2 (ﬁ), for resem-

B\ )
bling targeted inference Subgroup 3; wayrs(X|S =

4) =12 (&), for resembling targeted inference
A\ m(2)

Subgroup 4.

(4) We assessed the overlap of the generalized propen-
sity scores and covariate balance. The kernel density of the
generalized propensity scores among the four subgroups
after weighting by AMTS in Figure 3 indicates much better
overlap than without weighting (Figure 2). The maximum
standardized mean differences (MSMD) with and without
weights for the entire sample and targeted inference sub-
samples were plotted in Figures 4 and 5, respectively. All the
covariates were much more balanced when weighted by the
AMTE and AMTS weights (dots) than without weighting
(circles). For instance, the MSMD for all covariates were
below 0.25 for AMTS (S=1, 2, and 3), only one covariate
was above 0.25 for AMTE (0.31 for one parent with sib-
lings), and two covariates were above 0.25 for AMTS
(S=4) (0.31 for Black and 0.41 for one parent with sibling).

(5) We estimated the AMTE and AMTS for the
four treatment-by-moderator subgroups using the
general linear model including the respective weights
and controlling for covariates for double robustness.
The statistical model is below:
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if Preschool = 1 and Speaking English at home = 0, and S =4 if Preschool = 1 and Speaking English at home = 1.

Figure 3. Kernel density of the generalized propensity scores among four treatment-by-moderator subgroups after weighting.

Y; = By + P, (Preschool); + f,(EnglishHome);

+ B (Preschool) + (EnglishH ,
ﬁ3Q( reschool) x(EnglishHome), (23)

+ ﬁqui—l—ei, [ NN(O, 0'2).
q=4

Y; represents the z-score of the math achievement
for student i in the fall of Kindergarten. (Preschool);
represents the student’s preschool experience
(Preschool=1 for being in the preschool, and 0 in par-
ental care). (EnglishHome); represents the student’s
English speaking status at home (EnglishHome=1 for
speaking English at home, and EnglishHome =0 for not
speaking English at home). X, represents the other
covariates listed in Table 1, which include Black,
Hispanic, rural, one parent with siblings, biological
mother, weight (pounds), age (month), family income
($thousand), parent highest education, and SES. The
covariates are included for further reduction of bias
(double robustness) and improved precision. The par-
ameter, f§;, is the average effect of preschool on the
math achievement in the fall of kindergarten for the
students who did not speak English at home. The par-
ameter, f};, is the moderator (additional) effects of

preschool on the math achievement for the students
who spoke English at home compared with the stu-
dents who did not speak English at home. The average
effect of preschool for the student who spoke English
at home can be calculated using (8, + f;). Because the
outcome measure was a z-score, the parameters, 5, and
p5 are the standardized regression coefficients and indi-
cate the effect sizes in the unit of a standard deviation.
We estimated the AMTS_;), AMTSz—o), AMTS—1)
and AMTS—o) based on Expressions in Table 2.

For comparison purposes, in addition to the
weighted analysis with controlling for covariates for
double robustness (AMTE), we conducted the conven-
tional moderation analysis without weighting without
controlling for covariates (conventional w/o covari-
ates), with controlling for covariates (conventional),
and the weighted analysis of the entire sample without
controlling for covariates (AMTE w/o covariates).

Results

The detailed results of the analyses (conventional w/o

covariates, conventional, AMTE w/o covariates,
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Figure 4. Covariate balance checking before and after propensity score weighting for all sample.

AMTE, AMTS) are presented in Table 4. The bolding
represent the parameters of interest. Both ff; and f;
are the standardized regression coefficients indicating
the effect sizes in the unit of a standard deviation as
in Expression 23. f3; indicates the average effect of pre-
school on the math achievement for students who did not
speak English at home; f8;, indicates the moderator (add-
itional) effects of preschool on the math achievement for
the students who spoke English at home compared with
the students who did not speak English at home. The aver-
age effect of preschool for the student who spoke English
at home can be calculated using (f, + f8;). Figure 6
presents the moderator effect sizes and 95% confidence
intervals from the different analyses. Figure 7 presents the
effect sizes and 95% confidence intervals of the effects of
preschool by moderator subgroups (speaking and not
speaking English at home).

The findings are summarized below. First, regard-
ing the average treatment effects on the subgroups
(speaking English at home or not), there were statis-
tically significantly positive effects for preschool com-
pared with parental care in all analyses (Figure 7).
This suggests that preschool is more effective than
parental care in improving students’ math achieve-
ment regardless of home language background.

Specifically, the analysis without controlling for cova-
riates tend to produce larger effect sizes, and this is
more obvious for the conventional moderation ana-
lysis. The AMTE analysis with double robustness pro-
duced slightly smaller estimates than the AMTE
analysis without controlling for covariates. In addition,
the AMTE analysis with double robustness produced
larger but non-significantly different estimates of the
effects of preschool on the students not speaking
English at home (d=0.24, p < 0.001) than the conven-
tional moderation analysis with controlling for covari-
ates (d=0.18, p <0.001), and there was no difference
between these two analyses on the students speaking
English at home. In addition, the AMTS analysis pro-
duced similar estimates of the effect of preschool on
the subgroups as the AMTE except for the targeted
subgroup S=1 (the students who received parental
care and did not speak English at home). For the stu-
dents in this subgroup, the effect size of preschool
was 0.05 (p=0.002) if they had attended preschool
and spoke English at home, and the effect size of pre-
school was 0.15 (p <0.001) if they had attended pre-
school but did not speak English at home. Both effect
sizes for this subgroup were smaller than the other
subgroups and the entire sample.
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Figure 5. Covariate balance checking before and after propensity score weighting for targeted subsample.

Second, the moderator effect in the analysis of the
entire sample was non-significant for both the con-
ventional moderation analysis with controlling for
covariates (d=0.01, p=0.881) and the AMTE esti-
mate (d=—0.06, p=0.274), although the students
who did not speak English at home (d=0.24,
p <0.001) benefited more from preschool than their
peers who spoke English at home (d=0.18, p <0.001)
in the AMTE estimate. In addition, for the analysis of
targeted subgroups, none of AMTS (S=2, 3, and 4)
estimates produced a significant moderation effect size
difference; however, the AMTS for S=1 (the students
who received parental care and did not speak English
at home) 1is statistically significant (d=—0.10,
p=0.008). This suggests that it helped to improve the
students’ math achievement more if they went to pre-
school but did not speak English at home than spoke
English at home.

Finally, the AMTE based on the weighted average of
AMTS (Expression 14) is —0.06, which is the same as
the direct estimate. The AMTSy_;, AMTS;z_o),

AMTSR—;, and AMTSg_g estimates based on
Expressions in Table 2 are —0.06, —0.05, —0.05, and
—0.07, respectively, indicating very little difference on the
moderator effect estimates among the targeted subgroups
solely based on preschool or English speaking status.

Discussion and conclusion

In this study, we proposed an extended causal moder-
ation analysis framework based on potential outcomes.
We defined and proposed two types of estimands
(AMTE and AMTS) for making inferences to different
populations of interest to estimate the moderator
effects and main treatment effects. These estimands
provide more options to study policy relevant sub-
groups, e.g., the children who did not speak English
at home with parental care. Furthermore, we used the
(stabilized) IPTW-AMTE weight to estimate the
AMTE and the (stabilized) AMTS weight (odds ratio
of generalized propensity scores rescaled by sample
sizes) to estimate the AMTS. We derived these



MULTIVARIATE BEHAVIORAL RESEARCH @ 235

‘awoy e ysibuz yeads Jou pip oym suuapnis 3yl yum pasedwod swoy 1e ysijbug ayods oym
SJUIPNIS Y} JOJ JUSWIAIIYIE Ylew 3y} uo [ooydsaid Jo s1I949 (jeuonippe) Jolesdapow ayy saledipul ‘€ ‘awoy je ysiibul yeads Jou pIp oym SJUIPNIS J0j JUSWIASIYIE Yiew Y3 uo |ooydsaid Jo 133y abesane ay)
sayedlpul by "Lz uolssaidx3 ul se sluaIdIa0d uolssaibal pazipiepuels ayl ate & pue L yiog 1sai1d1ul Jo silaweled ay) Juasaidal bulpjog sy 'L = swoy 1e ysijbug bupjeads pue | = jooydsald JI =S pue ‘90 =
awoy e ysi|bug bupjeads pue | = jooydsaid Jl €= ‘L = awoy 3e ysiibuz bupjeads pue g = jooydsald J 7=S ‘0 = dwoy e ysijbug bupeads pue g = |00YISAId JI | =S “ISIUI Jo djdwies DUl palabiel
ay1 SI s aIayMm ‘syybiam SNV Pazijigels ayi Aq paiybiam sishjeue ayi 0} s19Ja1 (S=S) SLINY ‘S9IRLEAOD 104 P3J|0JIU0D SisK[euR JBYI0 Y} ||y ‘S3eLEAOD Joj Buljj013u0d INoylm Ing siybiam J1NY pazijigels ayy Aq
payblom siskjeue ay} 0} s19jas (s3eleA0d O/M) JLINY “djdwies dIUd 3y} Joj S3IRLBAOD J0j BUIj[0J3U0d INOYYUM pue JYBIdM INOYUM SISA[eue UOIIRISPOW B} O} SI943J (S3IRLIBAOD O/M) [BUOIIUIAUOD “/1G0L = N 910N

(tg) awoy e ysijbu3z

LETO €S0°0 T90°0- T9SO LSOO 6T00- 6550 6v0°0 620°0- 8000 OFVO'0 SOL'O- ¥ZZ0 LSOO 950°0- TOL'0 8S0°0 L8O'0- L880 SO0 8000 9¥0'0 6S0°0LLL'O- Bupjeads x [ooyssaid
(%g) swoy 1e

TL00 LS00 990°0— €000 ZE00 60L'0 T690 +E00 €L00 L0O00> 6200 8SL'0 96¥'0 9€00 ¥T00— LOSO 000 £Z00— L¥O0 THOO ¥80°0 LOO0> TvO'0 €9%°0 ysibuz Gunyeads
L00'0> 8¥0°0 €970 L00°0> [¥0'0 LZZO L0O'0> 9¥0°0 00Z'0 L0O0'0> 9€0°0 +SL'O L0O'0> Lb0'0 LbZ'0 L0O0'0>€S0°0 6920 L0O'0> 6¥0°0 6LL°0 L0O0'0> ¥S0°0 LSS0 (‘g) 100ydsaid
L00'0> SZ0'0 9570  L00'0> LZO0 TZL'0  L000> 6100 SyL'0  LO00 £LO0 8500 LOO0O> €200 T6L°0 YN L00'0> €200 9LT0 WN 53s
uolnesnpo

L00'0> 0L0'0  6£0°0 L0O0'0> 8000 0600 L000> £00'0 £OL'0 L0OO'0> 9000 9ZL'0 L0OO0> 6000 T60°0 VN 1000> 6000 600 WN 1s9ybiy juased
A_ocmmzof_u wv

L00°0> 100°0> L00'0  L00'0> L00'0> LOO0  L00'0> LO0'0> LO0'0  LOO'0> L00'0> 2000 L0O'0> L00'0> LOO'0 VN 1000> L00'0> 1000 WN awodur Ajwey
L00°0> 2000 6v0°0 L00'0> 2000 8€0°0 LO00> ZO00 €¥0'0  LOO'0> 2000 €00 LOO0O> TO00 9¥0'0 VN 1000> 2000 /¥00 ¥N (Yuow) aby
L00'0> 1000  #00'0 9000 L0OO'0 <000 <TO00 LOOO €000 LOO'0> LOO'0 +00°0 LOO0O> LOOO +00°0 VN 1000> 1000  +00°0 WN (spunod) 1ybram
L00'0> 0¥0'0  08L'0 Y000 0SO0 SkL'O  LOO'0> 9€0°0 SZL'O 0600 €v00 €00 LOO'0> OO0 0910 YN L000> 6500 9910 WN Jayjow [esibojoig
sbuyiqis

L00°0> 620°0 LyL'0— L00'0 000 TOL'0— LO0'0> STO'0  Z0L'0— ¥00'0 0ZO0 6S0°0— L0O0'0> 8200 LTL'0— VYN L00'0> 8200 SLL'O— ¥N yum juased sug
L00'0> ST0'0  ObL'0— TE0'0 0SO0  80L'0— LOO'0> 6L0°0 TSL'0— €000 600 €LL'0O— LOO0> €200 /¥L'0— VN 1000> €200 LTL0— WN [einy
L00'0> €£0°0  0SZ'0— L000> 8LO0  6£€°0— LOO'0> STO'0  92Z°0— L0O0> 8LO0  ¥67°0— LOO'0> STO0  SLT0— YN L00°0> 8200 L9Z0— ¥N djuedsiy
L00°0> 820°0 8LT0— L00'0> 9500 STT0— LO0'0> 920°0 SLT0— LO0'0> 6500 €£°0— LO00> 6200 0TT0— VN 1000> 6200 €970— WN Xdelg
000> SSL'0  LOOY— L000> 0SL'0  LZE€— LO0'0> 8EL'0  SEL'€— L000> 9ZL'0  6SE'€— LO00> 6¥L'0 ¥88'€E— 6000 SE0'0 L600— LOOO> L¥L'0 €00°v— L000> 8E0°0 8LL0— 1daduany|
d EQ q d EQ q d EQ q d EN q d EN q d 3 q d EN q d EN q 3lqeueA

(r=5) SLWY (€=5) SLWY (T=5) SLWY (L=5) SLWY ETA (s31811RAOD O/M) [eUOIURAUOD (sd1e1IRAOD O/M)
JINY |euoiluUsAu0)

"SIV PUB ‘LAY ‘SisA[eue uolieIapowl [BUOIIUSAUOD JO SYNSY ‘b d|qel



236 N. DONG ET AL.

0.30 -
0.20 -
0.10 - I
l !
(Q 0.00 - r T T r T r r r T
8 |
3
4 -0.10 - l l
-0.20 -
-0.30 -
G 8 % 4 ./ % %
By Ty ey Ty Ty Ty
% K3 A & & & KN
’2;,( %, Ooo < < b7 %
g ",
%, %,
%, 9
%

Note: N =10,517. Conventional (w/o covariates) refers to the moderation analysis without weight and without controlling for covariates for the
entire sample. AMTE (w/o covariates) refers to the analysis weighted by the stabilized AMTE weights but without controlling for covariates. All
the other analysis controlled for covariates. AMTE refers to the analysis weighted by the stabilized AMTE weights; AMTS (S=s) refers to the
analysis weighted by the stabilized AMTS weights, where is the targeted inference sample of interest S = 1, 2, 3, and 4, respectively. Unweighted
(S=s) refers to the analysis without weights, where all the other subgroups are compared with the targeted inference sample of interest S. S = 1 if
Preschool = 0 and Speaking English at home = 0, S = 2 if Preschool = 0 and Speaking English at home = 1, S = 3 if Preschool = 1 and Speaking
English at home = 0, and S = 4 if Preschool = 1 and Speaking English at home = 1.

Figure 6. Moderator effect sizes (preschool effect size differences between students speaking and not speaking English at home)

and 95% confidence intervals by different analysis.

weights aiming to make the feature distribution of the
sample in other subgroups resemble the feature distri-
bution of the inference sample of interest. This
weighting approach makes it feasible to make causal
inferences for moderator effects to targeted
populations.

We demonstrated the application of the new causal
moderation analysis framework through the preschool
example. Several key findings emerged. First, the cova-
riates are much more balanced using the AMTE and
AMTS weights than without weights. This suggests
our proposed method can reduce selection bias due to
nonrandom assignment of the treatment (preschool)
and the moderator (home language status). In add-
ition, the weighting approach can balance all the other
potential moderators that are included in the propen-
sity score model, hence, the AMTE and AMETS esti-
mates of the moderator of interest are still valid even
if there are other moderators.

Second, the non-significant AMTE estimate on the
entire sample suggests that the home language status is
not a moderator, which is consistent with the findings
from the conventional moderation analysis. In our
example, although the AMTE estimation does not draw
a different conclusion from the conventional moderation
analysis, it provides evidence of good covariate balance.
It suggests that the conventional moderation analysis
based on the regression model that controls for

covariates may sometimes work well to reduce selection
bias (e.g., in this case), but the AMTE estimation can
reduce selection bias through balancing covariates
in general.

Third, the AMTS estimates demonstrate some vari-
ation among four targeted subgroups. The AMTS esti-
mates for S=2, 3, and 4 were non-significant;
however, the AMTS estimate for S=1 (not speaking
English at home with parental care) was statistically
significant (d=—0.10, p=0.008). This finding sug-
gests that for the students who had a similar back-
ground to this subgroup (S=1), i.e., most were
Hispanic students (82%) with lower family income,
lower parent education, and lower SES (Table 3), the
preschool was more effective if their status was not
speaking English at home (d=0.15, p <0.001) than if
it were speaking English at home (d=10.05, p =0.002).
This finding is consistent with Lipsey et al. (2013).
This provides additional evidence of the effects of pre-
school in improving the math achievement for stu-
dents with low SES and not speaking English at home
(e.g., Hispanic). It implies that preschool may be a
policy tool to improve the academic achievement for
economically disadvantaged immigrant children.

Fourth, the AMTS estimates can help with the inves-
tigation of treatment effect heterogeneity. For instance,
the largest effect (d=0.26, p < 0.001, Table 4) of pre-
school compared to parental care was for the students
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Note: N=10,517. Conventional (w/o covariates) refers to the moderat
entire sample. AMTE (w/o covariates) refers to the analysis weighted

ion analysis without weight and without controlling for covariates for the
by the stabilized AMTE weights but without controlling for covariates. All

the other analysis controlled for covariates. AMTE refers to the analysis weighted by the stabilized AMTE weights; AMTS (S=s) refers to the
analysis weighted by the stabilized AMTS weights, where is the targeted inference sample of interest S = 1, 2, 3, and 4, respectively. Unweighted
(S=s) refers to the analysis without weights, where all the other subgroups are compared with the targeted inference sample of interest S. S =1 if

Preschool = 0 and Speaking English at home = 0, S = 2 if Preschool =
English at home = 0, and S = 4 if Preschool = 1 and Speaking English

Figure 7. Preschool effect sizes and 95% confidence intervals b

who attended preschool and spoke English at home
(S§=4) should they not speak English at home, i.e.,
among four subgroups the preschool had the largest
effect for the students with the same characteristics as
S=4 if they did not speak English at home. In contrast,
the smallest effect of preschool was for the students
with the same characteristics as S=1 (did not speak
English at home with parental care): the effect was
d=0.15 (p<0.001, Table 4) should they attend pre-
school and not speak English at home, and the effect
was d=0.05 (p=0.002, Table 4) should they attend
preschool and speak English at home. The treatment
effect heterogeneity may be due to the sample differ-
ence, e.g., proportion of Hispanic, family income, par-
ent education, and SES (Table 3), and suggest existence
of the other moderators. Applying the similar analysis
to other potential moderators may help identify the
source of treatment effect heterogeneity.

Finally, the AMTS estimate has an advantage in that
it reduces assumptions compared to the AMTE estimate.
For example, if our targeted subgroup is S=1 (Z=0,
R=0), the ignorability of the treatment and moderator
assumption only requires that the potential outcome is
independent of the treatment and moderator variables
given observed covariates for all other three subgroups
(S=2, 3, and 4) whereas the AMTE requires for all four

0 and Speaking English at home = 1, S = 3 if Preschool = | and Speaking
at home = 1.

y moderator subgroups.

subgroups. Hence, it is more likely to produce unbiased
AMTS estimates than the AMTE estimate.

Limitations

As in all propensity score analyses, the veracity of
causal inferences are potentially susceptible to hidden
bias due to unmeasured variables. When either the
treatment or the hypothesized moderator variable is
not randomly assigned, the interaction term of the
treatment and the hypothesized moderator variables
cannot be assured to be independent of other meas-
ured and unmeasured variables. Like all other applica-
tions, our proposed approach is limited in that it only
balances the measured variables among the treatment-
by-moderator subgroups through weighting to make
the interaction term independent of the measured var-
iables. It is very important to for researchers to plan
and use as many variables as possible that are associ-
ated with the outcome, treatment, and hypothesized
moderator variables to reduce hidden bias due to
omitted variables (e.g., Steiner et al., 2010).

Another limitation of this study that is common to
other propensity score methods is that the results may
be subject to bias from the propensity score model
misspecification. In the demonstration, we used
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multinomial logistic regression model and used the
iterative process to revise our model by including the
interaction terms and higher order terms of covariates
to reach best covariate balance. Some other methods
for estimating propensity scores, e.g., random forests
or boosted regression (Cham & West, 2016;
McCaffrey et al., 2004), might produce better covariate
balance.

In addition, although the double robustness adjust-
ment using propensity score weighting while control-
ling for covariates in the outcome model generally
reduces selection bias if either the propensity score
model, the outcome model, or both are correctly
specified, it may fail to reduce bias if both models are
mis-specified. Other adjustment approaches should be
considered (see Kang & Schafer, 2007, and Tsiatis &
Davidian, 2007, for deeper discussion).

Future work

One important direction for future work on this track
is to explore sensitivity analysis methods to assess the
robustness of inferences when there is an unmeasured
moderator  variable.  Researchers may extend
Rosenbaum’s (2002) Gamma parameter based on
Wilcox rank statistics, or other statistics based on
regression (Frank, 2000; Frank et al., 2013; Hong &
Raudenbush, 2006; Lin et al, 1998; Pan & Frank,
2003) to the causal moderation analysis framework.

The second direction for future work is to extend
the study to non-binary moderators. The current
framework can be easily extended for a multi-valued
treatment variable (z>2) and a multi-valued categor-
ical moderator (r>2) by converting the two dimen-
sions (treatment by moderator, k=z x r) of design to
one dimension of design with k categories and using
the procedure discussed in this article. Future work
includes developing a causal framework and
approaches to conducting a moderated treatment
effect analysis for targeted subgroups defined by con-
tinuous moderators. For instance, the generalized pro-
pensity score method that was developed for
analyzing continuous treatment variables (Hirano &
Imbens, 2004; Imai & van Dyk, 2004) can be extended
for the analysis of moderated treatment effect with
continuous moderators using stratification.

In addition, all estimands in our framework are
expressed on an additive scale by looking at mean dif-
ferences. Another direction for future work is to con-
sider risk ratios or odds ratios for binary outcomes.

In summary, we provide a causal moderation ana-
lysis framework and estimation approach for

eliminating the influence of the other measured cova-
riates/moderators on the estimate of AMTE. In add-
ition, the AMTS estimates provide an approach for
identifying the targeted policy-relevant subgroup for
effective intervention.
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